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Abstract. Current unsupervised deformable medical image registra-
tion methods rely on image similarity measures. However, these meth-
ods are inherently limited by the difficulty of integrating important
anatomy knowledge into registration. The development of vision foun-
dation models (e.g., Segment Anything Model (SAM)) has attracted
attention for their excellent image segmentation capabilities. Medical-
based SAM aligns medical text knowledge with visual knowledge, en-
abling precise segmentation of organs. In this study, we propose a novel
approach that leverages the vision foundation model to enhance medical
image registration by integrating anatomical understanding of the vision
foundation model into the medical image registration model. Specifi-
cally, we propose a novel unsupervised deformable medical image reg-
istration framework, called SAT-Morph, which includes Segment Any-
thing with Text prompt (SAT) module and mask registration module.
In the SAT module, the medical vision foundation model is utilized to
segment anatomical regions within both moving and fixed images ac-
cording to our designed text prompts. In the mask registration module,
we take these segmentation results instead of traditionally used image
pairs as the input of the registration model. Compared with utilizing im-
age pairs as input, using segmentation mask pairs incorporates anatom-
ical knowledge and improves the registration performance. Experiments
demonstrate that SAT-Morph significantly outperforms existing state-
of-the-art methods on both the Abdomen CT and ACDC cardiac MRI
datasets. These results illustrate the effectiveness of integrating vision
foundation models into medical image registration, showing the poten-
tial way for more accurate and anatomically-aware registration. Our code
is available at https://github.com/HaoXu0507/SAT-Morph/.
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1 Introduction

Medical image registration refers to establishing the spatial correspondence be-
tween fixed images and moving images to maximize their similarity. Recently,
many unsupervised deformable registration methods [2–5, 27, 12, 15, 22, 18, 6, 9]
have emerged. TransMorph [5] combines the local capabilities of convolutional
neural networks (CNN) [17] and the global capabilities of Transformer [23] to
improve registration performance. TransMatch [6] further improves the effect
by directly using the transformer’s attention mechanism for image registration.
DiffusionMorph [15] and its variant FSDiffReg [22] use the progressive denois-
ing strategy of the diffusion model itself to perform progressive denoising and
simultaneous registration CS-Reg [4] performs the cyclical self-training strategy
to gradually refine pseudo labels.

However, these unsupervised deformable registration methods based on sim-
ilarity measures can only equally weight the entire image but fail to allocate
more weights to important anatomical regions. Therefore, these methods cannot
integrate medical anatomy knowledge while performing registration. Currently,
there is a great need for an unsupervised deformable image registration method
to integrate the knowledge of medical anatomy.

The medical foundation model aligns medical text knowledge with medical
image knowledge, showing promising results in various medical image tasks [28,
19, 25, 10, 14, 26, 11, 7]. In particular, Segment Anything Model (SAM) [16] has
recently attracted attention in the community because of its excellent image seg-
mentation capabilities that only require simple prompts (box, point, or mask).
Various variants of SAM [21, 8, 24, 29] are constantly emerging to explore the
boundaries of its capabilities, including medical image-based SAM [13]. Med-
SAM [20] fine-tunes SAM and integrates medical knowledge in specific fields
into the segmentation model, proving SAM’s effectiveness in medical image regis-
tration. As the original SAM model is based on a 2D image architecture, it is not
suitable for 3D medical image segmentation. SAM-MED3D [24] builds a medical
image SAM model based on 3D images. Compared with the original SAM and
SAM-MED2D [8], it achieves SOTA performance by using only 10 box prompts.
However, the above variants of SAM based on medical images require the assis-
tance of vision prompts (box, point, mask, etc.), which is still time-consuming
and labor-intensive. Segment anything with text prompt (SAT) model aligns
the textual knowledge and visual knowledge of the structure of medical images
and achieves SOTA segmentation results by using only text prompts. Although
medical-based SAM can deeply understand the various anatomical structures
of medical images, there is no SAM-based method dedicated for medical image
registration.

In this study, we propose a SAM-driven image registration framework called
SAT-Morph, including a SAT module and a mask registration module. In the
SAT module, we use our designed text prompts to guide the powerful medical
SAM model to segment paired registered images and generate pseudo mask
labels of anatomical regions. In the mask registration module, instead of using
moving and fixed image pairs as the input of the registration model, pseudo
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mask labels are utilized as the input to incorporate anatomical information and
improve registration accuracy. To the best of our knowledge, we are the first to
use pseudo mask labels as the input of registration model. We demonstrate the
superiority of our proposed framework compared to the SOTA methods on the
two datasets: ACDC Cardiac MRI and Abdomen CT datasets.

Our contributions are as follows. First, we propose a novel unsupervised
deformable medical image registration method driven by the vision foundation
model with our designed text prompts. Second, instead of using images as the
input of the registration model, we utilize pseudo mask labels as the input,
which integrates anatomical knowledge and improves registration performance.
Third, our framework outperforms previous methods by a significant margin on
ACDC cardiac MRI and Abdomen CT datasets. The framework demonstrates a
potential way for more accurate and anatomically aware registration techniques.

Fig. 1. The framework of SAT-Morph. Segment Anything with Text Prompt Module:
Generating pseudo mask labels of image pairs according to our designed text prompts.
Mask Registration Module: Taking pseudo mask labels as the input and output regis-
tration results. ∗ denotes freezing model parameters.

2 Methodology

Our framework aims to obtain a spatial transform field U for register from M to
F . In the SAT module, vision foundation model SAT generates pseudo masks by
segmenting fixed and moving images into anatomical regions according to our
designed text prompts. In the mask registration module, to reduce the training
difficulty of the registration model and improve the registration performance, we
utilize the pseudo mask labels of fixed and moving images as the input of the
registration model.

2.1 Segment Anything with Text Prompt (SAT) Module

We utilize SAT module to generate pseudo mask labels of fixed and moving
images. The SAT module is based on a pre-trained medical segmentation foun-
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dation model [29] with medical anatomical structure text as prompt, which con-
sists of the visual encoder, visual decoder, text encoder, and query decoder. The
text encoder and the query decoder take in text prompts and visual encoder
and visual decoder take in medical image scans. According to the importance
of organs, we generate text prompts for organs that are important for med-
ical registration, and ignore unimportant organs. For example, for abdominal
CT registration, liver and kidney are important, while colon and duodenum are
unimportant. We fuse them to obtain segmentation masks according to our de-
signed text prompts. Let a pair of fixed and moving images be {F,M} and text
prompts be T = {t1, ..., tn}:

Fseg = θSAT (F, T ), (1)

where θSAT is the SAT segmentation model, and Fseg is the segmentation result
of F . In the same way:

Mseg = θSAT (M,T ), (2)

where Mseg is the segmentation result of M . Note that we design a set of text
prompts for each dataset. Each set of text prompts can be used for all images
of the entire dataset.

2.2 Mask Registration Module

We utilize the pair of {Fseg,Mseg} as the pseudo labels of fixed and moving im-
ages. The registration model takes the pair of pseudo masks as input to compute
the displacement field. Note that the field can be used as the spatial transform
field not only from Mseg to Fseg but also from M to F . According to this prop-
erty, we register the pseudo mask pair and the registration result can be directly
applied to the image pair. Specifically, let the predicted displacement field be:

u = θReg(Fseg,Mseg), (3)

where θReg is the registration model. The spatial transform from the moving
image to the moved image, and from the moving pseudo mask to the moved
pseudo mask are as follows:

M ′ = ϕ(M,u) (4)

and
M ′

seg = ϕ(Mseg, u), (5)

where M ′ is the moved image, M ′
seg is the moved pseudo mask, and ϕ is the

spatial transform function.

2.3 Loss Functions

Our loss function combines segmentation loss, similarity loss, and smooth loss.
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Segmentation Loss. We calculate the segmentation loss between moved pseudo
mask and fixed pseudo label to constrain the accuracy of the registration model.
We take the combination of dice loss and focal loss as the segmentation loss,
which is as follows:

Ldice = 1−
2
∣∣M ′

seg ∩ Fseg

∣∣∣∣M ′
seg

∣∣+ |Fseg|
, (6)

Lfocal =

{
−Fseg(1−M ′

seg)
γ logM ′

seg, if Fseg = 1,

(1− Fseg)(M
′
seg)

γ log (1−M ′
seg), otherwise.

(7)

Lseg = Ldice + αLfocal, (8)

where α is the hyper-parameter.

Similarity Loss. The mean squared error (MSE) loss between moved and fixed
images is adopted as the similarity loss:

Lsim =
1

Ω

∑
|M ′ − F |2 , (9)

where Ω represents the image domain.

Smooth Loss. We utilize diffusion regularization on the spatial gradients of
the deformable field as the smooth loss:

Lsmooth =
∑
p∈Ω

|| ▽ u(p)||2, (10)

where p denotes the voxel location. Finally, the overall loss function is as follows:

L = Lseg + βLsim + δLsmooth, (11)

where β and δ are the hyper-parameters.

3 Experiments and Results

3.1 Dataset and Text Prompts

Our methods are evaluated on two datasets of CT and MRI modalities: the
Abdomen CT dataset and ACDC cardiac MRI dataset.

Abdomen CT Dataset. The Abdomen CT dataset contains 50 abdominal
images. We randomly chose 40 images (780 pairs) for training and 10 images
(45 pairs) for testing. The resolution is 192 × 160 × 256 and each voxel size is
2×2×2 mm. Our designed text prompts include spleen, right kidney, left kidney,
gallbladder, esophagus, liver, stomach, aorta, inferior vena cava, portal vein and
splenic vein, pancreas, right adrenal gland, and left adrenal gland.



6 H. Xu et al.

ACDC Cardiac MRI Dataset. The ACDC cardiac MRI dataset contains 100
image pairs. We randomly chose 90 image pairs for training and 10 image pairs
for testing, following the data split in previous works [15, 22]. The resolution is
128 × 128 × 32 and each voxel size is 1.5 × 1.5 × 3.15 mm. Our designed text
prompts include myocardium, left ventricle, and right ventricle.

3.2 Evaluation Metrics

We use dice score coefficient (DSC) and standard deviation of the Jacobian
determinant (SDlogJ) as the evaluation metrics of the experiment, which two
are widely used to evaluate on image registration [15, 22, 5, 6, 2]. A higher DSC
indicates that the displacement field more accurately aligns the anatomy of rel-
evant organs between the moving and fixed images. A lower SDlogJ indicates a
smoother and more consistent displacement field between the moving and fixed
images.

3.3 Implementation Details

We employ the trained SAT-nano model [29] as the segmentation model in our
SAT module and freeze the model parameters throughout the training and infer-
ence stages. For the registration model, we choose TransMatch [6] as our basic
registration model. Following the setup of TransMatch, our method is trained
using Adam with a learning rate of 0.0004 and batch size 1 for 500 epochs.
Regarding hyperparameters, α is 20, β is 1 , and δ is 0.04. The experiment is
performed with Pytorch (v1.10) on an NVIDIA GeForce RTX 3090 GPU ma-
chine.

3.4 Comparison Experiments

Quantitative and Qualitative Comparisons on Abdomen CT Dataset.
We compare our method with seven SOTA unsupervised deformable registration
methods, including SyN [1], LDDMM [3], Deeds [12], VoxelMorph [2], Trans-
Morph [5], TransMatch [6], and CS-Reg [4]. SyN, LDDMM, and Deeds are the
traditional training-free registration methods and the others are deep learning
based methods. As shown in Table 1, our method exceeds SOTA methods by a
large margin. Specifically, our method achieves a margin of 14.73% and 11.77%
higher DSC over Deeds and CS-Reg, respectively. To better demonstrate our
results, we also show organ-specific results in the supplementary materials (Fig.
S1). It shows that our method achieves the best DSC in 12 out of 13 organs.

Fig. 2 depicts qualitative comparisons of our approach against Deeds, CS-
Reg, and SAT-Morph w/ image. As seen, our approach achieves a more accurate
registration result than competitors.
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Quantitative and Qualitative Comparisons on ACDC Cardiac MRI
Dataset. We compare our method with four unsupervised deformable registra-
tion methods, including VoxelMorph, VoxelMorph-Diff [9], DiffuseMorph [15],
and FSDiffReg [22]. As shown in Table 2, our method exceeds VoxelMorph,
VoxelMorph-DIff, DiffuseMorph, FSDiffReg by 9.8%, 11.0%, 9.2%, and 6.6%
DSC, respectively. In terms of specific anatomy regions, we lead the SOTA
method by 11.0% and 9.4% DSC in the LV and Myo regions. Moreover, com-
pared with other methods, our approach achieves the smallest SDlogJ. It shows
that our method generates a smoother and more consistent displacement field.

Table 1. Quantitative comparisons on Abdomen CT dataset. ↑: higher is better, and
↓: lower is better.

Method DSC (%) ↑ SDlogJ ↓

Comparison

SyN [1] 23.25 N/A
LDDMM [3] 25.51 N/A
Deeds [12] 48.99 N/A

VoxelMorph [2] 37.67 0.143
TransMorph [5] 39.03 0.254
TransMatch [6] 42.15 0.386

CS-Reg [4] 51.95 0.149

Ablation Study SAT-Morph w/ image 59.39 0.974
SAT-Morph w/ mask (Ours) 63.72 0.910

Fig. 2. Visualization of registration results for our proposed method and compared
methods on Abdomen CT dataset.

The result of qualitative comparisons is shown in Fig. 3. As seen, our method
has more complete and accurate registration results compared with other SOTA
methods (e.g., FSDiffReg).
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Table 2. Quantitative comparisons on ACDC Cardiac MRI dataset. ↑: higher is better,
and ↓: lower is better. LV: left ventricle. Myo: myocardium. RV: right ventricle.

Method DSC (%) ↑ SDlogJ ↓
LV Myo RV Overall

VoxelMorph [2] 77.0 67.9 81.6 75.5 0.183
VoxelMorph-Diff [9] 75.5 65.9 81.5 74.3 0.182
DiffuseMorph [15] 78.3 67.8 82.1 76.1 0.178

FSDiffReg [22] 80.9 72.4 82.7 78.7 0.176
SAT-Morph (Ours) 91.9 82.0 81.9 85.3 0.058

Fig. 3. Visualization of registration results for our proposed method and compared
methods on ACDC Cardiac MRI dataset.

Ablation Study. We compare the results of using the fixed and moving image
pair or their pseudo masks as input of the registration model. As shown in
Table 2, using pseudo masks as input exceeds using the image pair by 4.33%
DSC. It demonstrates that using pseudo mask pairs can better train the model
to achieve better registration accuracy than using image pairs as input of the
registration model.

4 Conclusion

This work proposes SAT-Morph, a novel framework that leverages vision foun-
dation model-driven approach into unsupervised deformable medical image reg-
istration. Our framework includes SAT module and mask segmentation module.
The SAT module utilizes our uniquely designed text prompts to guide the vi-
sion foundation model in generating accurate pseudo mask labels. Then, these
pseudo masks are taken as inputs by the registration model, replacing the tra-
ditional image pair inputs and thereby potentially pioneering a new direction in
registration methodology. We demonstrate that using pseudo masks can achieve
better registration accuracy than using image pairs as inputs to the registration
model. We also show significant improvements in the Abdomen CT dataset and
ACDC cardiac MRI dataset, highlighting its potential to set a new way for more
accurate and anatomically-aware registration.
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